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ABSTRACT 

As spoken language dialogue systems (SLDSs) are 

taking off commercially, strong needs are being felt 

for improved methods and tools to support the eval-

uation of SLDS designs and products. Little is still 

known on dialogue evaluation and much work re-

mains to be done. Based on development and 

evaluation of the dialogue component of an 

advanced SLDS, the paper reviews the evaluation 

procedures used and suggests improvements for use 

in future development projects. Concepts, methods 

and tools are described, results presented, and 

improvements proposed.  

 

1. INTRODUCTION 

The commercialisation of integrated spoken lan-

guage dialogue systems (SLDSs) is a contemporary 

fact. Within the last few years SLDSs have matured 

to the point of attracting broad industrial interest and 

commercial SLDSs are now able to carry out routine 

tasks that were previously done by humans, thus 

generating significant savings in the companies or 

public institutions that install them. One of the most 

advanced systems currently in public use in Europe 

was introduced in 1994 by the Swedish Telecom 

Telia to automate part of the directory enquiries task 

[Forssten 1994]. 

 Along with this development strong needs have 

arisen for effective evaluation procedures to be used 

during and after the development of SLDS products. 

In consequence, speech and natural language 

systems evaluation is emerging as a scientific sub-

discipline in its own right. [Hirschman and 

Thompson 1996] Work on SLDSs evaluation has 

received significant stimulation from the ARPA 

Spoken Language Technology initiative [Galliers 

and Jones 1993, ARPA 1994] and progress is being 

made in Europe as well [Eagles 1995]. Progress and 

established methods exist for the objective 

evaluation of some of the individual components 

that make up SLDSs, such as speech recognition and 

speech synthesis, and objective evaluation 

procedures are beginning to appear for natural 

language parsing [Black 1996]. Still, evaluation of 

SLDSs today remains as much of an art and a craft 

as it is an exact science with established standards 

and procedures of good engineering practice. In 

particular, little is still known on dialogue evaluation 

including evaluation of dialogue components and 

integrated SLDSs. Thus, 

- little is known about diagnostic evaluation 

[Hirschman and Thompson 1996], i.e. detection 

and diagnosis of errors, of dialogue components 

apart from traditional glass box and black box 

evaluation; 

- little is known about systematic performance 

evaluation of dialogue components [Hirschman 

and Thompson 1996], i.e. measurements of the 

performance of the system in terms of a set of 

quantitative parameters; 

- little is known about adequacy evaluation of in-

tegrated SLDSs [Hirschman and Thompson 

1996], i.e., about how well a particular SLDS fits 

its purpose and meets actual user needs and 

expectations. 

As SLDSs are being brought to the market, customer 

satisfaction becomes an important competitive 

parameter and hence an important element in 

measuring the success of an SLDS. However, user 

satisfaction does not necessarily derive from high 

technical performance, which only compounds the 

difficulty of SLDS adequacy evaluation: 

“From a commercial perspective, the success of 

a spoken dialogue system is only slightly related 

to technical matters. I make this somewhat 

bizarre pronouncement on the basis of first-hand 

practical experience. The key to commercial suc-

cess is marketing: how a system is advertised to 

the end-users, how the system presents the com-

pany to those end-users, and how smoothly er-



rors are handled. I have, for example, seen trial 

systems with a disgracefully low word accuracy 

score receiving a user satisfaction rating of 

around 95%. I have also seen technically excel-

lent systems being removed from service due to 

negative user attitudes.” [Norman Fraser, per-

sonal communication.] 

Other open research issues include:  

- how to evaluate portability of systems across 

application domains; 

- comparative performance and adequacy 

evaluation across SLDSs for different tasks. 

[Hirschman and Thompson 1996] 

This paper presents a partial scheme for the evalua-

tion of dialogue components and integrated SLDSs. 

It is based on the development and testing of the 

Danish dialogue system and includes suggested im-

provements, in terms of concepts, methods and tools, 

to the evaluation procedures that were actually 

applied during development and test of the system. 

Section 2 addresses evaluation of requirement 

specifications for SLDSs. Section 3 describes 

evaluation of dialogue model design. Section 4 

describes evaluation of the integrated system. 

Section 5 concludes the paper. Evaluation of speech 

recognition and understanding components, and of 

language and speech generation components will not 

be discussed in what follows. 

 The Danish dialogue system is a ticket reservation 

system for Danish domestic flights. The system runs 

on a PC with a DSP board and is accessed over the 

telephone. It is a walk-up-and-use application. It 

understands speaker-independent continuous spoken 

Danish with a vocabulary of about 500 words. The 

system is mixed-initiative, using system-directed 

domain communication and user-initiated, keyword-

based meta-communication. The prototype runs in 

close-to-real-time. The system is a representative ex-

ample of advanced state-of-the-art systems. Com-

parable SLDSs are found in [Aust and Oerder 1995, 

Cole et al. 1994, Eckert et al. 1995, Peckham 1993]. 

 

2. REQUIREMENT SPECIFICATION 

The purpose of requirements specification is to list 

all the agreed requirements which the envisaged sys-

tem should meet. There is no method which can en-

sure a complete and sufficient requirements 

specification. The craft and skills of experienced 

system developers are needed to make a qualified 

evaluation of imposed requirements. SLDS 

development and evaluation is still a relatively new 

field and there is no complete understanding of all 

the ingredients of SLDSs and their mechanisms of 

interaction. This adds to the difficulties of making a 

proper evaluation of an SLDS requirements 

specification. In the following we present 

experiences with establishing a requirements 

specification for the Danish dialogue system and 

proposals for its evaluation. 

2.1 Realism criteria 

The process of establishing a requirements 

specification for the Danish dialogue system was 

semi-realistic. The objective was to develop a 

realistic, application-oriented research prototype 

rather than a real application. This meant that we did 

not have real customers to talk to. However, we did 

have contact to a travel agency where we made 

interviews with travel agents and recordings of 

human-human reservation and information 

dialogues. The aim was to create a system which 

was realistic in the sense that it should meet, as far 

as possible, the needs and desiderata of potential 

customers. The system should offer economic 

advantage to potential customers and the choice of 

domain and technology should be reasonable in 

view of potential demands for SLDSs applications. 

For instance, it turned out to be a condition for 

launching the Danish dialogue project within the 

domain of telephone-based flight ticket reservation 

and information that a Danish parallel to the French 

Minitel did not exist at the time. Had such a system 

been in place, we had probably either chosen a 

different domain of application or a multimodal 

approach which included speech input/output. 

Another result of our considerations of application 

realism was that the system should be able to run on 

a PC so that Danish travel agencies could easily af-

ford the needed hardware. Had we chosen more 

powerful equipment, the performance constraints on 

the system would have been less severe. 

2.2 Feasibility and usability 

The feasibility and usability constraints on the sys-

tem to be developed may be illustrated as follows. 

Since the system should be accessed over the tele-

phone, real-time performance was considered 

mandatory for the system to be usable. In the 

context of the chosen hardware, and given the 

limited capabilities that could be expected from the 

speech recogniser, the real-time requirement gave 

rise to additional constraints on active vocabulary 

size and user utterance length. Furthermore, because 

of limited project resources the system vocabulary 

size was set to about 500 words although this was 

likely to be insufficient given the chosen domain of 

application. This constraint, of course, would be 

meaningless in a commercial development context. 

In addition to real-time performance, the main 

usability constraints were: sufficient task domain 



coverage, robustness, natural forms of language and 

dialogue, and dialogue flexibility. 

2.3 Explicit requirements representation 

As illustrated above, requirements behave as 

interacting constraints on the design process. This 

makes it desirable to create and maintain an explicit 

representation of the design space as it develops. If 

this is not being done, risks are that proper 

conclusions may fail to be drawn from interacting 

constraints with the result that the designers set out 

to what is in fact an internally conflicting task. We 

used the Design Space Development/Design 

Rationale (DSD/DR) approach to explicitly 

represent the evolving design space [Bernsen 

1993b]. Several of the requirements mentioned 

above are represented in the DSD frame in Figure 1. 

A DSD frame represents the design space structure 

and designer commitments at a given point during 

system design. A series of DSD frames thus 

provides a series of snapshots of the developing 

design process. A DR frame represents the 

reasoning about a particular design problem (cf. 

Figure 5 in Section 4). It discusses the design 

options, constraint trade-offs and solutions con-

sidered and argues why a particular solution was 

chosen. Typically, there will be several DRs acting 

as links between two consecutive DSD frames. 

When combined with DR representations, DSD 

makes design space context and constraints explicit 

in support of reasoning, traceability and re-use. 

 We have had positive experience with using a 

DSD/DR representation in designing the Danish dia-

logue system. However, other methods of represen-

tation may be used instead. It is recommended to 

create an explicit requirements representation from 

the beginning of an SLDS development project. This 

is good engineering practice although often not 

followed with the result that is hard or even impos-

sible to keep track of the design decisions that have 

been made and why they were made. 

__________________________________________________________________________________________ 

DSD No. N 

A. General constraints and criteria 

Overall design goal:  

Spoken language dialogue system proto-
type operating via the telephone and ca-
pable of replacing a human operator; 

General feasibility constraints:  

Limited machine power available;  

Scientific and technological feasibility con-
straints: 

Limited capability of current speech and 
natural language processing;  

Open research questions, e.g. research in 
dialogue theory; 

Designer preferences: 

Realism criteria: 

The artifact should be preferable to cur-
rent technological alternatives; 

The system should run on machines 
which could be purchased by a travel 
agency; 

The artifact should be tolerably inferior 
to the human it replaces, i.e., it should 
be acceptable by users while offering 
travel agencies financial advantage; 

Functionality criteria: 

Usability criteria: 

Maximize the naturalness of user-inter-
action with the system; 

Constraints on system naturalness re-
sulting from trade-offs with system fea-
sibility have to be made in a principled 
fashion based on knowledge of users in 
order to be practicable by users;  

B. Application of constraints and criteria 

to the artifact within the design space: 

Collaborative aspects: 

Organisational aspects: 

System aspects: 

500 words vocabulary; 

Max 100 words in active vocabulary; 

Limited speaker-independent 
recognition of continuous speech; 

Close-to-real-time response; 

Sufficient task domain coverage;  

Interface aspects: 

Spoken telephone dialogue; 

Task aspects: 

User tasks: 

Obtain information on and perform 
booking of flights between two specific 
cities; 

Use single sentences (or max. 10 
words); 

Use short sentences (average 3-4 
words);  

System tasks: 

User aspects: 

User experience aspects: 

C. Hypothetical issues: 

Is a vocabulary of 500 words sufficient 
to capture the sublanguage vocabulary 
needed in the task domain?  

D. Documentation:  

E. Conventions: 

DSD No. (n) indicates the number of the 
current DSD specification. 

__________________________________________________________________________________________ 



Figure 1. DSD representation which shows some major requirements for the Danish dialogue system. The ac-

tual DSDs constructed during the Wizard of Oz phase can be seen in [Bernsen 1993b]. 

2.4 Evaluation of specific SLDS re-

quirements 

If speech input and/or output are being considered 

for the application to be developed, evaluation is 

needed of whether speech is suited for the 

application given the evolving requirements 

specification. In case of a multimodal system one 

should also consider how well speech combines with 

other modalities considered for the system.  

 Whether speech is well-suited or not depends on 

properties such as the task, its structure and com-

plexity and on whether the requirements derived 

from these properties are compatible with other 

requirements on, e.g., budget, time, reliability and 

technology. As mentioned above, the flight 

reservation and information tasks were found well-

suited for a speech application. However, we had 

insufficient knowledge at the time for estimating the 

structure and complexity of the tasks as well as the 

resulting demands on the user-system dialogue. We 

thus began by designing mixed-initiative dialogue 

for reservation of flight tickets, change of 

reservation and information on departures, fares and 

travel conditions, and performed a series of Wizard 

of Oz (WOZ) experiments (Section 3). However, it 

turned out during the WOZ experiments that mixed-

initiative dialogue was not feasible given the hard 

constraint on active vocabulary size, cf. Figure 1. 

Furthermore, change of reservation and, in 

particular, the information task which consisted of 

many different sub-tasks that could be combined in 

arbitrary order, were not well-suited for system-

directed dialogue. For these reasons, the information 

task was never implemented. The change of 

reservation task which might have been feasible, 

with some difficulty, in system-directed dialogue, 

was not implemented because of resource 

limitations. With more knowledge early in the 

design process about task types and the dialogue 

types required by different task types, the informa-

tion task might have been excluded much earlier. 

This task would have been evaluated as being non-

feasible due to the conflict between the minimum 

requirements expressed in Figure 2 and the require-

ments specification.  

 Figure 2 was developed on the basis of our dia-

logue model design. Note that the figure is incom-

plete in several respects: it excludes systems that do 

not have speech (input) understanding, such as voice 

response systems and „speech typewriters‟; it does 

not consider the speaker-dependent/speaker-indepen-

dent distinction; and user-directed dialogue needs 

more treatment. We have primarily compared rela-

tively complex system-directed and mixed-initiative 

dialogue based on the distinction between well-

structured and ill-structured tasks. Well-structured 

tasks have a stereotypical structure that prescribes 

which information needs to be exchanged between 

the dialogue partners to complete the task and, 

possibly, roughly in which order this is done. Such 

tasks may be acceptably managed through system-

directed dialogue. Complex ill-structured tasks 

contain a large number of optional sub-tasks and 

hence are ill-suited for system-directed dialogue. 

Knowing, e.g., that a user wants travel information, 

does not help the system know what to offer and in 

which order. In such cases, some amount of user-

directed dialogue or mixed-initiative dialogue would 

appear necessary to allow an acceptable minimum of 

usability. 

2.5 Test criteria 

Together with the requirements specification, per-

formance and adequacy evaluation criteria should be 

established for the system to be developed. Early 

performance test criteria for the Danish dialogue 

system were the average and maximum user 

utterance lengths and the vocabulary size. We later 

discovered that we also needed a measurement for 

user initiative, cf. the discussion above. As a rough 

measure the number of user questions was used, cf. 

Section 3. Transaction success rate is a prime 

candidate adequacy evaluation criterion (Sections 3 

and 4). Another possible criterion is the nature and 

number of interaction problems in a controlled 

scenario-based benchmark test (see Section 3). 

Subjective evaluation vehicles, such as 

questionnaires and interviews, are needed in 

addition to objective measures but it is very difficult 

to specify in advance the “scoring levels” that 

should be attained in questionnaires and interviews.  

 

3. DIALOGUE DEVELOPMENT 

Today‟s dialogue model design for SLDSs develop-

ment is largely based on empirical techniques, such 

as the WOZ experimental prototyping method in 

which a person simulates (part of) the system to be 

designed [Fraser and Gilbert 1991] and, for simple 

dialogues, implement-test-and-revise procedures 

based on emerging development platforms. These 

techniques mainly build on designers‟ common 

sense, experience and intuition, and on trial and 

error. Whether WOZ is preferable to implement-

test-and-revise depends i.a. on dialogue complexity 

and task domain and on risk and cost of 

implementation failure. WOZ is a costly method. 



However, by producing data material on the 

interaction between a (fully or partially) simulated 

system and its users it provides the basis for early 

tests of the system and hence also for testing the 

coverage and adequacy of requirements. A number 

of different tests may be carried out on the material 

produced by WOZ experi- 

 

    Task complexity -> 

Task type Task type Task type 

Small and simple tasks Larger well-structured tasks 

Limited domains 

Larger ill-structured tasks 

Limited domains 

Dialogue type Dialogue type Dialogue type 

Single-word dialogue System-directed dialogue Mixed-initiative dialogue 

Dialogue ele-
ments needed 

Other techno-
logy needed 

Dialogue ele-
ments needed 

Other techno-
logy needed 

Dialogue ele-
ments needed 

Other techno-
logy needed 

Either system or 
user initiative 

Limited system 
feedback 

Isolated word 
recognition 

Small vocabu-
lary 

No syntactic and 
semantic analy-
sis 

Look-up table of 
command words 

No handling of 
discourse phe-
nomena 

Representation 
of domain facts, 
i.e. a database 

Pre-recorded 
speech 

System initiative 
in domain com-
munication 

System feedback 

Static 
predictions 

System focus 

Dialogue act his-
tory 

Task record 

Simple user 
model 

Keyword-based 
meta-communi-
cation 

Continuous 
speech recogni-
tion 

Medium-sized 
vocabulary 

Syntactic and 
semantic 
analysis 

Very limited 
handling of dis-
course phenom-
ena 

Representation 
of domain facts 
and rules, i.e. 
expert 
knowledge 
within the do-
main 

Pre-recorded 
speech 

Mixed user and 
system initiative 

System feedback 

Dynamic predic-
tions 

System focus 
corresponds to 
user focus 

Linguistic dia-
logue history 

Dialogue act his-
tory 

Task record 

Performance 
record 

Advanced user 
model 

Mixed-initiative 
meta-communi-
cation 

Continuous 
speech recogni-
tion 

Medium-to-large 
vocabulary 

Context depend-
ent syntactic and 
semantic 
analysis 

Handling of dis-
course phenom-
ena 

Representation 
of domain facts 
and rules, i.e. 
expert 
knowledge 
within the do-
main 

Representation 
of world 
knowledge to 
support semantic 
interpretation 
and plan 
recognition 

Speech synthesis 

Figure 2. Increased task complexity requires more sophisticated dialogue to maintain an acceptable level of 

habitability. This again requires more and better technologies and increases the demands on dialogue theory and 

on the elements supporting the dialogue model. The figure shows minimum requirements. 

 

ments. There is currently no agreement on which 

tests to carry out. We distinguish between three 

types of evaluation as mentioned in Section 1: 

diagnostic evaluation, performance evaluation and 

adequacy evaluation [Hirschman and Thompson 

1996]. We shall also distinguish between objective 

evaluation and subjective evaluation. Diagnostic 

evaluation and performance evaluation are based on 

objective evaluation whereas adquacy evaluation 

include both objective and subjective evaluation. 

 The dialogue model for the Danish dialogue 

system was iteratively developed by the WOZ 

method. Seven WOZ iterations involving a total of 

24 users were performed to produce the dialogue 

model which was implemented [Dybkjær et al. 

1993]. The WOZ experiments produced a 

transcribed corpus of 125 scenario-based, task-

oriented human-machine dialogues corresponding to 

approximately seven hours of spoken dialogue. We 

also collected a corpus of 25 human-human 

reservation dialogues in a travel agency. However, 



we only used these dialogues to obtain information 

on the order in which the needed reservation details 

were achieved by the travel agent. At this level 

human-human dialogue parallels may serve as input 

to systems design. But the dialogues as such are 

much different from corresponding human-machine 

dialogues. Human-machine dialogues have to be 

much simpler than human-human dialogues because 

otherwise the system cannot handle them. Moreover, 

it is well-known that people tend to address 

computers in a way which is different from how they 

address humans, perhaps because of the systems‟ 

limited capabilities. For these reasons only human-

machine data, such as those obtained through WOZ, 

are really reliable as a basis for a dialogue model. 

3.1 Diagnostic evaluation 

A major concern during WOZ is to detect and diag-

nose problems of user-system interaction. 

Eventually, we used two approaches, both based on 

the dialogue model representation, to systematically 

discover such problems. The dialogue model used in 

the WOZ experiments was represented as a complex 

state transition network that had system output in the 

nodes and expected contents of user utterances along 

the edges, cf. Figure 3.  

The matching approach 

One approach was to match, prior to each WOZ iter-

ation, the scenarios to be used against the current 

dialogue model representation in order to discover 

and remove potential dialogue design problems. If a 

deviation from the state transition network occurred 

during the matching process, this would indicate a 

potential dialogue design problem which should be 

removed, if possible. Significantly, many problems 

were discovered analytically through these scenario-

based designer walkthroughs of the dialogue model. 

This seems to be typical of dialogue model develop-

ment and illustrates the need for a tool, such as a set 

of design guidelines, which could help designers pre-

vent such problems from occurring. 

The plotting approach 

The second approach was to plot the transcribed dia-

logues onto the current dialogue model representa-

tion in order to systematically detect dialogue design 

problems from the interaction problems that oc-

curred. As in the first approach, state transition net-

work deviations indicated potential dialogue design 

problems. Deviations were marked and their causes 

analysed whereupon the dialogue model was 

revised, if necessary. Figure 3 shows an annotated 

sub-graph from WOZ6. The annotation shows that 

the user expected the system to confirm the 

commitments made. When it became clear that the 

system was not going to provide confirmation, the 

subject asked for it. The following dialogue 

fragment provides the background for the subject's 

deviation from the dialogue model. The subject has 

made a change to a flight reservation. After the user 

has stated the change, the dialogue continues (S is 

the simulated system, U is the user): 

S7: Do you want to make other changes to this 
reservation? 

U7: No, I don't. 
S8: Do you want anything else? 
U8: Ah no ...I mean is it okay then? 
S9: [Produces an improvised confirmation of the 

change made.] 
U9: Yes, that‟s fine. 
S10: Do you want anything else? 

From this point the dialogue finishes as expected. 

Analysis convinced us that the dialogue model had 

to be revised in order to prevent the occurrence of 

the user-initiated clarification meta-communication 

observed in U8, which the implemented system 

would be incapable of understanding. In fact, the 

WOZ6 dialogue model can be seen to have violated 

the following dialogue design principle: Be fully 

explicit in communicating to users the commitments 

they have made. As a result, system confirmation of 

changes of reservation was added to the WOZ7 sub-

graph on change of reservation. 

 

END

Do y ou want anything else?

y es no

Goodby e!RETURN 

(FRAME1)

U8-S9-U9: U asks for 

confirmation and ge ts it.

3

 

Figure 3. A plotted END sub-graph from WOZ6. 

The boldfaced loop that deviates from the graph path 

shows unexpected user dialogue behaviour which 

may reveal a dialogue design problem. The encircled 

number (3) refers to the point in the CHANGE sub-

graph from which the experimenter jumped to the 

END sub-graph. The deviation is annotated with 

numbered reference (in italics) to the relevant tran-

scribed utterances and a description of the deviation. 

S refers to the system and U to the user. 

Design guidelines 

Many design errors were detected through use of the 

two above approaches. However, it would have been 



preferable if we could have prevented these errors 

from occurring in the first place. Towards the end of 

WOZ we started to develop a tool which could serve 

the purpose of preventing interaction problems and 

which could be used no matter if WOZ is used or 

not.  

 All problems of interaction uncovered during 

WOZ were analysed and represented as violations of 

principles of cooperative spoken human-machine 

dialogue. Each problem was considered a case in 

which the system, in addressing the user, had 

violated a principle of cooperative dialogue. The 

principles were made explicit, based on the 

problems analysis. The WOZ corpus analysis led to 

the identification of 14 principles of cooperative 

spoken human-machine dialogue based on analysis 

of 120 examples of user-system interaction 

problems [Bernsen 1993a]. Each of the 14 principles 

was accompanied by a justification which served the 

additional purpose of clarifying its meaning and 

scope. If the principles were observed in the design 

of the system‟s dialogue behaviour, we assumed, 

this would serve to reduce the occurrence of user 

dialogue behaviour that the system had not been 

designed to handle.  

 The 14 principles of cooperative spoken human-

machine dialogue were refined and achieved their 

present formulation as shown in Figure 4 through 

comparison with Grice‟s Cooperative Principle and 

maxims for cooperative human-human dialogue 

[Bernsen et al. 1996a]. Only SP10 and SP11 (on 

meta-communication) and the last part of GP10 

were added later as a result of using the principles in 

analysing the dialogue corpus from the user test of 

the implemented system, cf. Section 4. The distinc-

tion between principle and aspect (Figure 4) is use-

ful because an aspect represents the property of dia-

logue addressed by a particular principle. A generic 

principle may subsume one or more specific princi-

ples which specialise the generic principle to certain 

classes of phenomena. Although subsumed by 

generic principles, we believe that specific 

principles are useful to SLDS dialogue design. The 

principles are used by manually evaluating if each 

system utterance in isolation as well as in context 

violates any of the generic or specific principles. If it 

does, it is a potential source for communication 

failure which should be removed. 

So far we have not had the opportunity to use the 

principles as design guidelines in an SLDS devel-

opment process. However, we have successfully 

used them for evaluation purposes during the user 

test, as will be discussed in more detail in Section 4. 

3.2 Performance evaluation 

Between each of the seven WOZ experiments the di-

alogue model was evaluated and, based on the re-

sults, modified in order to achieve improved perfor-

mance. The performance tests measured average and 

maximum utterance lengths, vocabulary size and 

convergence, and user initiative was roughly mea-

sured in terms of number of user questions. We also 

compared the results to those of earlier WOZ itera-

tions in order to measure progress. The utterance 

lengths were eventually reduced to meet the require-

ments. The vocabulary, however, although suffi-

ciently small within each iteration did not show 

convergence. Convergence towards zero of the 

cumulative word type/token ratio would indicate 

that the vocabulary size is sufficiently large for the 

application and that new users cannot be expected to 

introduce new words. However, as expected, a 500 

words vocabulary turned out to be insufficient. 

 The early WOZ iterations allowed free mixed-ini-

tiative dialogue. We gradually transferred dialogue 

initiative to the system by letting the system ask 

questions of the user, thereby reducing the average 

user utterance length and the active vocabulary size. 

Much effort went into achieving a dialogue structure 

which corresponded to the one that users would ex-

pect based on their experiences from human-human 

reservation dialogues. Again this served to prevent 

the occurrence of user initiative. The domain dia-

logue was eventually made completely system-di-

rected which turned out to be necessary in order to 

meet the constraint on active vocabulary size (Figure 

1). Had we had the knowledge expressed in Figure 2 

at the start of the WOZ experiments, we would have 

known already then that mixed-initiative domain 

communication would not be feasible. 

3.3 Adequacy evaluation 

We did not perform any objective adequacy evalua-

tion of the WOZ material. However, it may be rec-

ommended to at least carry out evaluation of the 

transaction success. Although only based on simu-

lated human-machine dialogue, such an evaluation 

may still provide valuable information on dialogue 

acceptability. The system should be implemented 

only when minimum requirements on transaction 

success have been met. Transaction success could 

thus serve as a stop criterion for WOZ. Transaction 

success is discussed in more detail in Section 4. 

Subjective evaluation parameters 

As user satisfaction is not just achieved through 

technically excellent systems and cannot be suffi-

ciently measured through objective evaluation, it is 

important to collect users‟ opinions on the system 



being developed at the earliest possible. WOZ pro-

vides a good basis for collecting users‟ opinions 

prior to system implementation, for instance through 

questionnaires and interviews. Questionnaires and 

interviews can be useful in identifying weaknesses 

that have been overlooked or cannot easily be 

identified through objective measurement. The 

difficulty with questionnaires and interviews is 

which questions to ask and how, and how to 

interpret the answers. Questionnaires also tend to be 

rigid, in particular if multiple choice is being used. 

If, on the other hand, questions are too open the risk 

is that people do not tell us what we would like to 

know. Also, people often do not like  
 

Dialogue Aspect GP no. SP no. Generic or Specific Principle 

Group 1: 
Informativeness 

GP1  Make your contribution as informative as is required (for the current 
purposes of the exchange). 

 GP1 SP1 Be fully explicit in communicating to users the commitments they 
have made. 

 GP1 SP2 Provide feedback on each piece of information provided by the user. 

 GP2  Do not make your contribution more informative than is required. 

Group 2:  GP3  Do not say what you believe to be false. 

Truth and evidence GP4  Do not say that for which you lack adequate evidence. 

Group 3: 

Relevance 

GP5  Be relevant, i.e. Be appropriate to the immediate needs at each stage 
of the transaction. 

Group 4: GP6  Avoid obscurity of expression. 

Manner GP7  Avoid ambiguity. 

 GP7 SP3 Provide same formulation of the same question (or address) to users 
everywhere in the system‟s dialogue turns. 

 GP8  Be brief (avoid unnecessary prolixity). 

 GP9  Be orderly. 

Group 5:  

Partner asymmetry 

GP10  Inform the dialogue partners of important non-normal characteristics 
which they should take into account in order to behave cooperatively 
in dialogue. Ensure the feasibility of what is required of them. 

 GP10 SP4 Provide clear and comprehensible communication of what the system 
can and cannot do. 

 GP10 SP5 Provide clear and sufficient instructions to users on how to interact 
with the system. 

Group 6:  GP11  Take partners‟ relevant background knowledge into account. 

Background 
knowledge 

GP11 SP6 Take into account possible (and possibly erroneous) user inferences 
by analogy from related task domains. 

 GP11 SP7 Separate whenever possible between the needs of novice and expert 
users (user-adaptive dialogue). 

 GP12  Take into account legitimate partner expectations as to your own 
background knowledge. 

 GP12 SP8 Provide sufficient task domain knowledge and inference. 

Group 7:  

Repair and clarification 

GP13  Initiate repair or clarification meta-communication in case of com-
munication failure. 

 GP13 SP9 Provide ability to initiate repair if system understanding has failed. 

 GP13 SP10 Initiate clarification meta-communication in case of inconsistent user 
input. 

 GP13 SP11 Initiate clarification meta-communication in case of ambiguous user 
input. 

Figure 4. The generic and specific principles of cooperativity in dialogue. Each specific principle is subsumed 

by a generic principle. The left-hand column characterises the aspect of dialogue addressed by each principle. 

 

to spend time on writing about what they liked and 

did not like about the system. This is much easier to 

communicate in an interview. In interviews, how-

ever, subjects are rarely asked precisely the same 

questions in precisely the same way. This makes it 

even more difficult to compare user answers. In 

addition, people tend to express what they like and 

what they dislike in rather different ways. 



 In the last two WOZ iterations, we asked subjects 

to fill in a questionnaire after their interaction with 

the simulated system. In this questionnaire, users 

were first asked about their background, including 

how familiar they were with the task, with voice-re-

sponce systems and with systems understanding 

speech. They were then asked a number of multiple 

choice questions on the dialogue system. For each 

question they were asked to tick off one in five 

boxes on a scale from negative to positive, for in-

stance „difficult‟ versus „easy‟. The questions were 

the following: how was it to solve the tasks; what do 

you think of the number of errors made by the 

system; how was it to make corrections; how do you 

find the system now; would you prefer to call a 

travel agent or the system if you had the choice; 

what do you think of dialogue systems like this in 

the future; how well-prepared were you to use the 

system; how do you find the present system: rigid or 

flexible, stimulating or boring, frustrating or satis-

factory, efficient or inefficient, desirable or undesir-

able, reliable or unreliable, complicated or simple, 

impolite or friendly, predictable or unpredictable, 

acceptable or not acceptable (all with the possibility 

of five choices). Finally, users were asked to provide 

free-style comments on whether something ought to 

be changed in the way in which users should address 

the system, what they liked about the system and 

what they did not like. On the average, users found 

the system rigid and boring and would prefer to talk 

to a human travel agent. Otherwise they were posi-

tive. The negative evaluation on the three points 

mentioned was not surprising given the rigid sys-

tem-directed dialogue. The really valuable 

knowledge from a systems design point of view, 

however, was rather obtained through the free-style 

answers. In these, users would sometimes be very 

specific about what annoyed them when they used 

the system, thus providing us with clues to 

improvements. 

 We also interviewed users on the phone immedi-

ately after their interaction with the system. 

However, this was only to ask if they believed the 

system was real and to debrief them on the experi-

ment. 

 

4. THE IMPLEMENTED SYSTEM 

The implemented system was subjected to the same 

tests as was the simulated system. In addition we 

measured transaction success and, based on the de-

veloped design principles presented in Section 3, we 

made a detailed analysis and evaluation of dialogue 

design problems. Also a blackbox test was carried 

out whereas a glassbox test was left out to save re-

sources. 

4.1 Glassbox and blackbox 

There is no general agreement on the definitions of 

glassbox and blackbox tests. By a glassbox test we 

shall understand a test in which the internal system 

representation can be inspected. The test should 

make use of test suites that will activate all loops and 

conditions of the program being tested. The relevant 

test suites are constructed by the system 

programmer(s) along with an indication of which 

program parts the test suites are supposed to activate. 

Via test print-outs in all loops and conditions it is 

possible to check which ones were actually 

activated.  

 In a blackbox test only input to and output from 

the program are available to the evaluator. How the 

program works internally is made invisible. Test 

suites are constructed on the basis of the require-

ments specification and along with an indication of 

expected output. Expected and actual output are 

compared when the test is performed and deviations 

must be explained. Either there is a bug in the pro-

gram or the expected output was incorrect. Bugs 

must be corrected and the test run again. The test 

suites should include fully acceptable as well as bor-

derline cases to test if the program reacts reasonably 

and does not break down in case of errors in input. 

Ideally, and in contrast to the glassbox test suites, 

the blackbox test suites should not be constructed by 

the system programmer who implemented the sys-

tem since s/he may have difficulties in viewing the 

program as a black box. 

 The dialogue model resulting from the seven 

WOZ iterations was implemented, as was the rest of 

the system. The dialogue model was, as mentioned, 

not subjected to a glassbox test whereas a blackbox 

test was carried out. The implemented dialogue 

model was embedded in the entire system except for 

the recogniser which was disabled to allow 

reconstruction of errors. Internal communication 

between system modules was logged in logfiles. We 

created a number of test suites all containing user 

input for one or more reservations of one-way 

tickets and return tickets with or without discount. 

 A test suite always had to include an entire 

reservation involving several interdependent system 

and user turns. In a query-answering system a task 

will often only involve one user turn and one system 

turn. Hence one may ask a question and simply from 

the system answer determine if the system functions 

correctly for the test case. In a task such as ticket 

reservation which involves several turns, the sys-

tem‟s reactions to the entire sequence of turns must 

be correct. An apparently correct system reaction, as 

judged from the system‟s immediate reaction, may 

turn out to have been partly wrong when we inspect 



the sequence of interdependent system reactions. 

Hence to test our dialogue model it was not suffi-

cient to test, e.g., isolated transactions concerning 

customer numbers, possible destinations or a selec-

tion of dates. Also the combinations of the test suites 

had to be considered. Furthermore, because each test 

reservation can only test a limited amount of cases 

we had to create a long series of test reservations. 

 The blackbox test was not entirely exhaustive. 

However, the test did reveal a number of problems. 

Some of these were due to disagreements between 

the dialogue model specification and the implemen-

tation. But the majority of problems were such that 

had not been taken into account during specification. 

Each of the discovered problems were represented in 

a DR-frame along with a discussion of possible so-

lutions, cf. Figure 5.  

 Resources were not available for implementing 

solutions to all the problems discovered. It was 

therefore considered, for each problem, how time 

consuming the implementation of a solution would 

be and how important it was. The solutions which 

were implemented influenced not only the 

implementation but also the specification including 

the order of the dialogue structure. This again 

implied that the test suites had to be revised to bring 

them in agreement with the specification. The 

revised dialogue model was blackbox tested with the 

revised test suites. Bugs were corrected but no major 

new unknown problems were revealed. 

4.2 User test with a simulated recogniser 

A controlled user test of the implemented system 

was carried out with a simulated speech recogniser 

[Bernsen et al. 1995]. A wizard keyed in the users‟ 

answers into the simulated recogniser. The simula-

tion ensured that typos were automatically corrected 

and that input to the parser corresponded to an input 

string which could have been recognised by the real  

 

Design Project: P2 

Prepares DSD No. 8 DR No. 6 Date: 24.5.94 

Design problem: No price information 

Users cannot get the price of the tickets they have reserved. 

Commitments involved 

1 It should be possible for users to fully exploit the system‟s task domain knowledge when they 
need it. 

2 Avoid superfluous or redundant interactions with users (relative to their contextual needs). 

Justification  

Only some users are interested in getting information on the price. Professional users loose time on 
an extra dialogue turn if they are asked whether they want it. On the other hand, for users wanting the 
price information this may be very important.  

Options 

1 Provide full price breakdown information at the end of a reservation task. 

2 Ask users if they want to know the price of their reserved tickets. 

3 Always inform users about the total price of their reservation (but not its breakdown into the 
prices of individual tickets). 

Resolution: Option 3 

There is a clash between the two design commitments because of the existence of different needs in 
the user population. Option 3 was identified and selected as a compromise between the two relevant 
design commitments. Option 3 does not require extra turn taking but mentions the price briefly. 

Comments 

Since P1 already computes the price it will be easy also to output this information to the user. 

It would be a possibility to allow the user to obtain additional price information (a breakdown into 
the prices of individual tickets) via the help function (see DR 12). 

Time estimate for developing and implementing solution 

Less than 1 day. 

Links to other DRs 

12 (help). 

Documentation 

 

Insert into next DSD frame 

Option 3. 



Status 

Do the implementation. 

Figure 5. A DR-frame for one of the problems detected during the blackbox test of the implemented dialogue 

model. 

recogniser. The recognition accuracy would be 

100% as long as users expressed themselves in 

accordance with the vocabulary and grammars 

known to the system. Otherwise, the simulated 

recogniser would turn the user input into a string 

which only contained words and grammatical 

constructions from the recogniser‟s vocabulary and 

rules of grammar.  

 A user test is meant to test if the system function-

ality expected by the user is present. A user test may 

be carried out as a controlled test or as a field test. In 

a controlled user test the users need not be those who 

will actually use the final system. However, it is 

recommended to select the test subjects from the tar-

get group to ensure that they have a relevant back-

ground. The background may influence the way in 

which people interact with the system. The tasks to 

be carried out (scenarios) are not selected by the par-

ticipants in the controlled user test. To ensure a rea-

sonable coverage of the test and representativity of 

scenarios and to bring it as close to benchmarking as 

possible, the scenario selection should ideally be 

made by an independent panel according to certain 

guidelines on, i.a., who should select the scenarios, 

their coverage of system functionality, number of 

scenarios per user and number of users. The panel 

should include end-users as well as system develop-

ers. A field distribution problem attaches to all re-

sults of controlled user tests. The frequency of 

different tasks across the domain of application may 

be different in real life from that imposed in the con-

trolled user test. This may affect the frequency of 

different interactions problems. 

 In a field test real end-users are used as testers. The 

system to be tested is inserted in the environment in 

which it is supposed to work and is used. This means 

that the tasks carried out will be real-life tasks but 

will not necessarily be a representative selection 

unless the duration of the field test is very long. For 

reasearch systems the option of a field test will not 

always be available due to the missing customer. 

However, a controlled test may be preferable 

anyway because it allows an evaluation close to 

benchmarking. 

 The controlled user test of the Danish dialogue sys-

tem was based on 20 different scenarios which had 

been designed by the system designers to enable ex-

ploration of all aspects of the task structure. Since 

the flight ticket reservation task is a well-structured 

task, it was possible to extract from the task structure 

a set of sub-task components, such as number of 

travellers, age of traveller, and discount vs. normal 

fare, any combination of which should be handled by 

the dialogue system. The scenarios were generated 

from systematically combining these components. 

 Twelve external subjects who had never tried the 

system and who represented the target group, mostly 

professional secretaries, participated in the user test. 

Subjects conducted the dialogues over the telephone 

in their normal work environments in order to make 

the situation as realistic as possible. Each subject re-

ceived an introductory letter, a brochure briefly de-

scribing the system, four scenarios and a question-

naire. Totally subjects were given 50 particular tasks 

based on 48 scenarios. A task consists in ordering 

one or more tickets for one route. The number of 

recorded dialogues was 57 because subjects some-

times reiterated a failed dialogue and eventually suc-

ceeded with the task. A dialogue is one path through 

the dialogue structure. As in the WOZ experiments, 

all dialogues were recorded and transcribed. In addi-

tion, all transactions between the individual system 

modules were logged. The test material was 

subjected to diagnostic evaluation, performance 

evaluation, and adequacy evaluation, the latter 

involving objective as well as subjective evaluation. 

4.3 Diagnostic evaluation 

The analysis of the user test corpus aimed at detect-

ing problems of dialogue interaction. We did not use 

a state transition network representation of the im-

plemented dialogue model as we had done for the 

simulated one. Instead, we used the following ap-

proach which not only considers deviations from the 

dialogue structure but also details of formulation. 

Based on the dialogue structure, a template was built 

which contained the system‟s questions. For each 

scenario, normative system questions and user an-

swers were filled into the template. The key contents 

of the actual dialogues were then plotted into the 

template [Dybkjær et al. 1996]. An example is 

shown in Figure 6. A translation from the Danish of 

the problematic part of the dialogue is provided in 

the following: 

S: Monday January 16. At which time? 
U: 7:20. 
S: There is no departure at 7:20. The closest other 

red departure is at 10:50. Do you want this 
departure? 

U: No thanks. 



[The above four turns are repeated another three 
times with the only difference that the user adds 
„change‟ after „no thanks‟ in two cases.] 

S: At which time? 
U: Change. 
S: The journey starts on Monday January 16. Is that 

correct? 
U: Yes. 
S: At which time 
U: 7:20. 
S: There is no departure at 7:20. The closest other  
 red departure is at 10:50. Do you want this 

departure? 
U: Change. 
S: The journey starts on Monday January 16. Is that 

correct? 
U: Change. 
S: Are you still interested in discount? 
U: No. 
S: The journey starts on Monday January 16. Is that 

correct? 
U: Yes. 
S: Departure at 7:20. Is that correct? 
U: Yes. 

Comparison between normative and actual system 

and user utterances and analysis of deviations which 

sometimes required use of the logged transactions 

between the system modules, led to the identifica-

tion of three main classes of interaction problems: 

(1) linguistic problems, (2) problems of dialogue in-

teraction and (3) other problems, such as cases of 

system breakdown. Dialogue interaction problems 

split into (a) dialogue design problems and (b) user 

errors [Bernsen et al. 1996b]. Only dialogue design 

problems are discussed in the following. 

 Each identified dialogue design problem was cate-

gorised according to which cooperativity principle, 

cf. Figure 4, had been violated. The following GPs 

and SPs were found violated at least once: GPs 1, 3, 

5, 6, 7, 10, 11, 12, 13 and SPs 2, 4, 5, 6, 8, 10, 11. 

For classification purposes the principles were 

modified to express the cooperativity problem they 

represented, e.g. GP1: “Make your contribution as 

informative as is required (for the current purposes 

of the exchange)” was turned into “The system 

provides less information than required”. Each 

problem was described in terms of its symptom (S), 

a diagnosis (D) was made and a cure (C) proposed, 

cf. Figure 7. 

 

Scenario: G-1-4-a    User: 2     Date: January 13 1995 

System questions Normative user answers Actual user answers Problems 

System already known no / yes / - yes  

Customer number 3 3  

Number of travellers 1 1  

ID-numbers  2 2  

Departure airport Aalborg Aalborg  

Arrival airport Copenhagen Copenhagen  

Return journey yes yes  

Interested in discount no / yes yes  

Day of departure (out) January 16 Monday (January 16)  

Hour of departure (out) 7:20 7:20 (no departure) 

7:20 (no departure) 

no, change [does not want one 
from list; change not caught by 
system] 

7:20 (no departure) 

no [does not want one from list] 

7:20 (no departure) 

no [does not want one from list] 

change [hour of departure] 

yes [out-day is January 16] 

7:20 (no departure) 

change [hour of departure] 

change [day of departure] 

no [does not want discount] 

yes [out-day is January 16] 

yes [hour of departure is 7:20] 

GP1, SP10 

GP1 

 

 

GP1 

 

 

GP1 

 

 

SP5 

 

GP1 

Day of departure (home) January 16 Same day (January 16)  

Hour of departure (home) 17:45 17:45  



Delivery airport / send airport  

More no no  

Figure 6. Key contents of the expected (normative) and actual user-system exchanges in the dialogue G14a. In 

the third column key contents of the system‟s replies are indicated in parentheses unless they can be derived 

from the explanatory comments in square brackets. GP means generic principle and SP means specific principle. 

S: S: Are you particularly interested in discount?. U: 

Yes please. ... S: At which time? U: 7:20. S: There is 

no departure at 7:20. The closest other red departure 

is at 10:50. 

D: The system provides insufficient information. It 

does not tell that there is a blue departure at 7:20. 

C: The system should provide sufficient informa-

tion, e.g. by telling that there is no red departure but 

that there is a blue departure at the chosen hour. 

Figure 7. Violation of GP1 in dialogue G14a. The 

system response is incomplete. It withholds impor-

tant information and is therefore misleading. S is 

system and U is user. 

 

The user test also served as a test of our cooperative 

principles and confirmed their broad coverage with 

respect to cooperative spoken user-system dialogue. 

Almost all of the 119 individual dialogue design 

problems identified in the user test material could be 

ascribed to violations of the cooperative principles. 

Only three additions had to be made to the principles 

established during WOZ. Two specific principles of 

meta-communication were added, i.e. SP10 and 

SP11 in Figure 4. Since meta-communication had 

not been simulated during WOZ and the WOZ cor-

pus therefore contained few examples of meta-com-

munication, this came as no surprise.  

 More interestingly, we had to add a modification 

to GP10, namely that it should be feasible for users 

to do what they are asked to do. For instance, in its 

introduction the system asks users to use the 

keywords „change‟ and „repeat‟ for meta-

communication purposes and to answer the system‟s 

questions briefly and one at a time. Despite the 

introduction, a significant number of violations of 

those instructions occurred in the user test. For 

instance, users attempted to make changes through 

full-sentence expressions rather than by saying 

„change‟. Almost all of these cases led to 

misunderstanding or non-understanding. These 

violations of clear system instructions were initially 

categorised as user errors. However, upon closer 

analysis they were re-categorised as dialogue design 

problems. Although the system has clearly stated 

that it has non-normal characteristics due to which 

users should modify their natural dialogue be-

haviour, this is not cognitively possible for many 

users. 

4.4 Performance evaluation 

For the performance evaluation we measured the 

same parameters as in the WOZ experiments, i.e. the 

average and maximum utterance lengths, vocabulary 

size, and user initiative. The average user utterance 

length was still well within the required limits. 

However, the prescribed maximum user utterance 

length was exceeded in 17 cases. 10 of these utter-

ances were produced by the same subject. 

Particularly in the first dialogue, this subject tended 

to repeat an utterance if the system did not answer 

immediately. The majority of long utterances, both 

for this subject and in general, was caused by user-

initiated corrections which did not make use of the 

keyword „correct‟ but were expressed in free style 

by users. Two long utterances were produced by 

subjects who took over the initiative when asked 

„Do you want anything else?‟. This question was 

clearly too open. 

 As predicted, the system‟s vocabulary was insuffi-

cient. The test corpus showed 51 out-of-vocabulary 

word types. 

 Subjects sometimes took over the initiative by 

providing more information than had been asked for 

and in four cases they asked questions. One question 

was asked because the subject had misread the sce-

nario text. The three remaining user questions all 

concerned available departure times. This is not sur-

prising since departure times constitute a type of in-

formation which users often do not have in advance 

but expect to be able to obtain from the system. 

When users lack information, the reservation task 

tends to become informed reservation and hence an 

ill-structured task. 

4.5 Adequacy evaluation 

Adequacy evaluation should include measurement 

of transaction success. There is still no standard 

definition of “transaction success” [Giachin 1996]. 

In the Danish dialogue system we defined successes 

as reservations carried out according to the scenario 

specification or according to the user‟s mistaken in-

terpretation of the scenario. As failures were 

counted reservations in which the user failed to get 

what was asked for even if this was due to an error 

committed by the user. Based on this definition, the 

task transaction success for the user test was 86% in 

that seven tasks were counted as transaction failures. 

One of the failures was exclusively caused by a user 



who did not listen to the system‟s feedback and a 

second transaction failure was caused by a 

combination of a system problem (SP11) and a user 

error. The five remaining transaction failures were 

caused by system problems, i.e. violations of the 

principles GP5, SP2, SP4, SP5 and SP11, cf. Figure 

4. 

 Misinterpretation of scenarios such as not asking 

for discount or ordering a one-way ticket instead of 

a return ticket is not a problem in real life. 

Nevertheless the situation is not desirable in a con-

trolled user test since users carry out another sce-

nario than they were asked to do which may affect 

system evaluation. A scenario which is not carried 

out may result in that part of the dialogue model 

remains untested.  

 An open question is whether transaction failures 

exclusively caused by user errors should be counted 

as failures or not. One may ask to which extent it is 

reasonable to blame the system for a failure. 

 One could also consider to use the result of the di-

agnostic evaluation of number and types of interac-

tion problems as part of the adequacy evaluation. 

However, the problem is how to specify quantitative 

criteria in advance. It is not obvious how many and 

which types of interaction problems could be ac-

cepted. 

 Transaction success and number of interaction 

problems are not sufficient for measuring adequacy. 

For example, one cannot draw conclusions on user 

satisfaction from the transaction success rate nor 

from the number of interaction problems encoun-

tered. 

Subjective evaluation parameters 

To learn more on user satisfaction a subjective eval-

uation is needed. Therefore, also in the user test sub-

jects were asked to fill in a questionnaire and re-

ceived a telephone interview after interaction with 

the system. The questionnaire was very similar to 

one given to WOZ subjects. Only three questions 

had been added: how was the systems‟ speech; what 

do think of the language you used; was the system 

fast or slow. Output quality was rated high whereas 

subjects did not find that they could use free natural 

language. They found the system slow. These results 

are not surprising in view of the requirement to use 

keywords in initiating meta-communication, the 

missing sub-vocabulary parts, and the fact that the 

test used a bionic wizard system.  

 Many of the multiple choice answers were very 

similar to those from the WOZ questionnaires. 

Positive improvements over WOZ7 could be seen on 

acceptability, efficiency, usefulness and ease of task 

performance. There were also improvements in the 

evaluation of stimulatingness and preference of the 

system over a human travel agent but both were still 

low. The main reasons probably were the rigid 

dialogue structure and, in particular for the latter, the 

(correct) impression that the system has limited ca-

pabilities and cannot cope with non-routine matters.  

 There were drops in the positive evaluation on two 

important parameters, namely flexibility  and ease of 

making corrections. The low evaluation on flexibil-

ity is probably due to the rigid, system-directed dia-

logue structure and the restriction to keywords for 

meta-communication. The negative development 

with respect to ease of making corrections is proba-

bly due to the fact that misunderstandings were not 

simulated in WOZ7. This meant that hardly any 

user-initiated meta-communication was required. In 

addition, the use of keywords for making corrections 

does not form part of the natural human linguistic 

skills. 

 Again as in WOZ, some useful and specific 

comments were given in reply to the open questions 

in the questionnaire. Although many subjects tended 

to write only one or two brief comments, a few sub-

jects had bothered to write detailed and very useful 

replies. 

 In the telephone interview immediately after their 

interaction with the system users were asked the fol-

lowing four questions: How was it to talk to the 

system; what is your immediate impression of the 

sytem (specific problems/advantages); do you think 

the system was real; would you be interested in try-

ing the system with the real recogniser. Like the 

free-style comments in the questionnaire, the tele-

phone interviews provided inportant information on 

users‟ opinions of the system. The opinions ex-

pressed in the interviews were in accordance with 

the multiple choice answers in the questionnaire but 

contributed explanations of why the users held their 

opinions. 

 We did not ask the users to assign priority to their 

critical comments on the system. However, even if 

we had done this and modified the system accord-

ingly, there would be no guarantee that users would 

then be satisfied with the system. User satisfaction is 

a conglomerate of many parameters, objective as 

well as subjective ones, cf. Section 1, and users may 

not even be aware of all the parameters which are 

important to them. 

 

5. CONCLUDING DISCUSSION 

This paper has addressed issues of SLDS evaluation 

as regards requirement specification, dialogue model 

design and the implemented and integrated system. 

Methods and tools used or developed during evalua-

tion of the dialogue model of the Danish dialogue 



system were presented and discussed. The presenta-

tion was structured in terms of distinction between 

diagnostic evaluation, performance evaluation and 

adequacy evaluation. In particular adequacy evalua-

tion is difficult because it is not exclusively based on 

objective evaluation. Some of the test subjects were 

not at all interested in speaking to a computer 

system. This attitude may or may not change as 

speech systems become more common. Most people 

would probably be willing to use a speech under-

standing system provided that it is sufficiently at-

tractive. However, what is considered attractive may 

vary from person to person. To some users, for in-

stance, a mediocre system may become highly at-

tractive if they receive a price reduction on tickets 

booked via this system. 

 Research is obviously needed on methods and 

tools which can support the three types of evaluation 

discussed. More research is also needed on aspects 

of evaluation which have not been addressed above. 

These include comparative systems evaluation, 

SLDS customisability evaluation, SLDS maintain-

ability evaluation, strengths and limitations of 

speech functionality for different tasks, users, envi-

ronments etc., speech and multimodality, and er-

gonomic aspects of speech applications. 
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