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Abstract 

The paper presents a consolidated set of princip-

les of cooperative spoken human-machine dialo-

gue which have the potential for being turned 

into practically applicable design guidelines. The 

principles have been validated in three ways. 

They were established from a Wizard of Oz sim-

ulation corpus used to develop the dialogue 

model for a spoken language dialogue system. 

Developed independently of Gricean theory, 

some of the principles were refined through 

comparison with Grice‟s maxims of cooperativ-

ity in conversation. Finally, the principles were 

tested in the user test of the implemented dia-

logue system. The paper shows that Grice‟s 

maxims constitute a sub-set of the principles. 

The non-Gricean principles and dialogue aspects 

they introduce are presented and discussed.  

 

1 Introduction 

In the last four years, we have designed and imple-

mented the dialogue component of a spoken language 

dialogue system (SLDS) prototype in the domain of 

flight ticket reservation. The aim has been to develop 

a realistic, application-oriented prototype whose dia-

logue management allows users to perform their res-

ervation task in spontaneous and natural spoken lan-

guage. Being well-structured, the ticket reservation 

task generally lends itself to system-directed dialogue 

in which the user answers questions posed by the 

system. The only user initiative our system permits is 

that users may initiate clarification and repair meta-

communication through uttering the keywords „re-

peat‟ and „change‟. In designing such a system, it is 

crucial to reduce the number of situations in which 

users are inclined to take other forms of dialogue 

initiative, such as asking questions when they do not 

understand the system‟s dialogue behaviour or pro-

viding information which the system did not ask for 

(Schegloff et al. 1977). This is why the issue of dia-

logue cooperativity came to play a central role in our 

design of the dialogue structure. We needed to opti-

mise system dialogue cooperativity in order to pre-

vent situations such as those described above. To this 

end, we developed a set of general principles to be 

observed in the design of cooperative, spoken human-

machine dialogue. The principles have been vali-

dated in three ways. Firstly, they were developed on 

the basis of a simulated human-machine dialogue 

corpus collected during dialogue model design. Sec-

ondly, we compared the principles with Grice‟s max-

ims of cooperative human-human dialogue. Thirdly, 

the principles were tested against the dialogue corpus 

from the user test of the implemented system.  

This paper analyses the relationship between our 

principles and Grice‟s maxims. We first describe 

how the principles were developed (Section 2). We 

then justify the comparison between principles and 

maxims (Section 3). Section 4 compares principles 

and maxims. Section 5 briefly describes how the 

principles were tested the on user test dialogue cor-

pus, and Section 6 concludes the paper. 

 

2 Developing and Testing Principles of 

Cooperative Human-Machine Dialogue 

The dialogue model for our flight reservation system 

was developed by the Wizard of Oz (WOZ) experi-

mental prototyping method in which a person simu-

lates the system to be designed (Fraser and Gilbert 

1991). Development was iterated until the dialogue 

model satisfied the design constraints on, i.a., aver-

age user utterance length. The dialogues were re-

corded, transcribed, analysed and used as a basis for 

improvements on the dialogue model. We performed 

seven WOZ iterations yielding a transcribed corpus 

of 125 task-oriented human-machine dialogues corre-

sponding to approximately seven hours of spoken 

dialogue. The 94 dialogues that were recorded during 

the last two WOZ iterations were performed by ex-

ternal subjects whereas only system designers and 

colleagues had participated in the earlier iterations. 

A total of 24 different subjects were involved in the 

seven iterations. Dialogues were based on written 

descriptions of reservation tasks (scenarios). 

A major concern during WOZ was to detect prob-

lems of user-system interaction. We eventually used 



 

 

the following two approaches to systematically dis-

cover such problems: ( ) prior to each WOZ iteration 

we matched the scenarios to be used against the cur-

rent dialogue model. The model was represented as a 

graph structure with system phrases in the nodes and 

expected contents of user answers along the edges. If 

a deviation from the graph occurred during the mat-

ching process, this would indicate a potential dia-

logue design problem which should be removed, if 

possible. (ii) The recorded dialogues were plotted 

onto the graph representing the dialogue model. As 

in (i), graph deviations indicated potential dialogue 

design problems. Deviations were marked and their 

causes analysed whereupon the dialogue model was 

revised, if necessary. 

At the end of the WOZ design phase, we began a 

more theoretical, forward-looking exercise. All the 

problems of interaction uncovered during WOZ were 

analysed and represented as violations of principles 

of cooperative dialogue. Each problem was consid-

ered a case in which the system, in addressing the 

user, had violated a principle of cooperative dialogue. 

The principles of cooperative dialogue were made 

explicit, based on the problems analysis. The WOZ 

corpus analysis led to the identification of 14 princi-

ples of cooperative human-machine dialogue (Section 

4) based on analysis of 120 examples of user-system 

interaction problems. If the principles were observed 

in the design of the system‟s dialogue behaviour, we 

assumed, this would serve to reduce the occurrence of 

user dialogue behaviour that the system had not been 

designed to handle. 

 

3 Maxims and Principles of Cooperative 

Dialogue 

We had developed our principles of cooperative hu-

man-machine dialogue independently of Gricean 

cooperativity theory (Bernsen et al., 1996a). Prior to 

the user test (Section 5), we compared the principles 

with Grice‟s Cooperative Principle and maxims. In 

this process the principles achieved their current 

form as shown in Table 1. Their original expression 

is presented in Section 4. Grice‟s Cooperative Princi-

ple (CP) is a general principle which says that, to act 

cooperatively in conversation, one should make one‟s 

“conversational contribution such as is required, at 

the stage at which it occurs, by the accepted purpose 

or direction of the talk exchange in which one is en-

gaged” (Grice 1975). Grice proposes that the CP can 

be explicated in terms of four groups of simple max-

ims which are not claimed to be jointly exhaustive. 

The maxims are marked with an asterisk in Table 1. 

Grice focuses on dialogues in which the interloc-

utors want to achieve a shared goal (Grandy 1989, 

Sarangi and Slembrouck 1992). In such dialogues, he 

claims, adherence to the maxims is rational because 

it ensures that the interlocutors pursue the shared 

goal most efficiently. Task-oriented dialogue, such as 

that of our SLDS, is a paradigm case of shared-goal 

dialogue. Grice, however, did not develop the max-

ims with the purpose of preventing communication 

failure in shared-goal dialogue. Rather, his interest 

lies in the inferences which an interlocutor is able to 

make when the speaker deliberately violates one of 

the maxims. He calls such deliberate speaker's mes-

sages „conversational implicatures‟. Grice‟s maxims, 

although having been conceived for a different pur-

pose, nevertheless serve the same objective as do our 

principles, namely that of achieving the dialogue 

goal as directly and smoothly as possible, e.g. by pre-

venting questions of clarification. It is exactly when a 

human or, for that matter, an SLDS, non-deliberately 

violates a maxim, that dialogue clarification prob-

lems are likely to occur. Thus, the main difference 

between Grice‟s work and ours is that the maxims 

were developed to account for cooperativity in hu-

man-human dialogue, whereas our principles were 

developed to account for cooperativity in human-

machine dialogue. Given the commonality of pur-

pose, it becomes of interest to compare principles and 

maxims. We want to show that the principles include 

the maxims as a subset and thus provides a corpus-

based confirmation of their validity for spoken hu-

man-machine dialogue. Moreover, the principles 

manifest aspects of cooperative task-oriented dia-

logue which were not addressed by Grice. 

 

4 Comparison between Maxims and 

Principles 

In this section we analyse the relationship between 

Grice‟s maxims and our principles of dialogue coop-

erativity. A first aim is to demonstrate that a sub-set 

of the principles are roughly equivalent to the max-

ims. We then argue that the remaining principles 

express additional aspects of cooperativity. The dis-

tinction between principle and aspect (Table 1) is 

theoretically important because an aspect represents 

the property of dialogue addressed by a particular 

maxim or principle. One result of analysing the rela-

tionship between principles and maxims is the dis-

tinction, shown in the tables, between generic and 

specific principles. Grice's maxims are all generic. A 

generic principle may subsume one or more specific 

principles which specialise the generic principle to 

certain classes of phenomena. Although important to 

SLDS design, specific principles may be less signifi-

cant to a general account of dialogue cooperativity. 

 

4.1 Principles which are Reducible to Maxims 

Grice's maxims of truth and evidence (GP3, GP4) 

have no counterparts among our principles but may 

simply be included among the principles. The reason 

is that one does not design an SLDS in the domain of 

air ticket reservation which provides false or un-



 

 

founded information to customers. In other words, 

the maxims of truth and evidence are so important to 

the design of SLDSs that they are unlikely to emerge 

during dialogue design problem-solving. During sys-

tem implementation, one constantly worries about 

truth and evidence. It cannot be allowed, for instance, 

that the system confirms information which has not 

been checked with the database and which might be 

false or impossible. Grice (1975) observed the fun-

damental nature of the maxims of truth and evidence 

in general and GP3 in particular (cf. Searle 1992). 

 
Table 1. The generic and specific principles of cooperativity in dialogue. The generic principles are expressed at the same 
level of generality as are the Gricean maxims (marked with an *). Each specific principle is subsumed by a generic princi-
ple. The left-hand column characterises the aspect of dialogue addressed by each principle. 
 

Dialogue Aspect GP no. SP no. Generic or Specific Principle 

Group 1: Informativeness GP1  *Make your contribution as informative as is required (for the current pur-
poses of the exchange). 

 GP1 SP1 Be fully explicit in communicating to users the commitments they have 
made. 

 GP1 SP2 Provide feedback on each piece of information provided by the user. 

 GP2  *Do not make your contribution more informative than is required. 

Group 2:  GP3  *Do not say what you believe to be false. 

Truth and evidence GP4  *Do not say that for which you lack adequate evidence. 

Group 3: 

Relevance 

GP5  *Be relevant, i.e. Be appropriate to the immediate needs at each stage of the 
transaction. 

Group 4: GP6  *Avoid obscurity of expression. 

Manner GP7  *Avoid ambiguity. 

 GP7 SP3 Provide same formulation of the same question (or address) to users every-
where in the system‟s dialogue turns. 

 GP8  *Be brief (avoid unnecessary prolixity). 

 GP9  *Be orderly. 

Group 5:  

Partner asymmetry 

GP10  Inform the dialogue partners of important non-normal characteristics which 
they should take into account in order to behave cooperatively in dialogue. 

 GP10 SP4 Provide clear and comprehensible communication of what the system can 
and cannot do. 

 GP10 SP5 Provide clear and sufficient instructions to users on how to interact with the 
system. 

Group 6:  GP11  Take partners‟ relevant background knowledge into account. 

Background knowledge GP11 SP6 Take into account possible (and possibly erroneous) user inferences by 
analogy from related task domains. 

 GP11 SP7 Separate whenever possible between the needs of novice and expert users 
(user-adaptive dialogue). 

 GP12  Take into account legitimate partner expectations as to your own back-
ground knowledge. 

 GP12 SP8 Provide sufficient task domain knowledge and inference. 

Group 7:  

Repair and clarification 

GP13  Initiate repair or clarification meta-communication in case of communica-
tion failure. 

 GP13 SP9 Provide ability to initiate repair if system understanding has failed. 

 GP13 SP10 Initiate clarification meta-communication in case of inconsistent user input. 

 GP13 SP11 Initiate clarification meta-communication in case of ambiguous user input. 

 

 

The following principles have counterparts among 

the maxims: 

1. Avoid „semantical noise‟ in addressing users. 

(1) is a generalised version of GP6 (non-obscurity) 

and GP7 (non-ambiguity). Its infelicitous expression 

was due to the fact that we wanted to cover observed 

ambiguity and related phenomena in one principle 

but failed to find an appropriate technical term for 

the purpose. (1) may, without any consequence other 

than improved clarity, be replaced by GP6 and GP7.  

2. Avoid superfluous or redundant interactions 

with users (relative to their contextual needs).  

(2) is virtually equivalent to GP2 (do not overdo in-

formativeness) and GP5 (relevance). Grice observed 

the overlap between GP2 and GP5 (Grice 1975). (2) 

may, without any consequence other than improved 

clarity, be replaced by GP2 and GP5. 



 

 

3. It should be possible for users to fully exploit 

the system‟s task domain knowledge when they 

need it.  

(3) can be considered an application of GP1 (infor-

mativeness) and GP9 (orderliness), as follows. If the 

system adheres to GP1 and GP9, there is a maximum 

likelihood that users obtain the task domain knowl-

edge they need from the system when they need it. 

The system should say enough and address the task-

relevant dialogue topics in an order which is as close 

as possible to the order expected by users. If the user 

expects some topic to come up early in the dialogue, 

that topic‟s non-occurrence at its expected “place” 

may cause a clarification sub-dialogue which the sys-

tem cannot understand. In WOZ Iteration 3, for in-

stance, the system did not ask users about their inter-

est in discount fare. Having expected the topic to 

come up for some time, users therefore began to in-

quire about discount when approaching the end of 

the reservation dialogue. (3) may be replaced by GP1 

and GP9 without significant loss. 

4. Reduce system talk as much as possible during 

individual dialogue turns.  

(4) is near-equivalent to GP8 (brevity).  

Summarising, the generic principles (1)-(4) may 

be replaced by maxims GP1, GP2 and GP5-GP9. 

These maxims are capable of performing the same 

task in guiding dialogue design. In fact, as argued, 

the maxims are able to do the better job because they, 

i.e. GP6 and GP7, and GP1 and GP9, respectively, 

spell out the intended contents of two of the princi-

ples. This provides corpus-based confirmation of 

maxims GP1, GP2 and GP5-GP9, i.e. of their stating 

basic principles of cooperative, task-oriented human-

ma–chine dialogue. However, for dialogue design 

purposes, the maxims must be augmented by task-

specific or domain-specific principles, such as the 

following. 

5 (SP3). Provide same formulation of the same 

question (or address) to users everywhere in the 

system‟s dialogue turns.  

(5) represents an additional precaution against the 

occurrence of ambiguity in machine speech. It can be 

seen as a special-purpose application of GP7 (non-

ambiguity).  

6 (SP1). Be fully explicit in communicating to us-

ers the commitments they have made.  

7 (SP2). Provide feedback on each piece of infor-

mation provided by the user.  

These principles are closely related. The novel coop-

erativity aspect they introduce is that they require the 

cooperative speaker to produce a specific dialogue 

contribution which explicitly expresses an interpreta-

tion of the interlocutor‟s previous dialogue contribu-

tion(s), provided that the interlocutor has made a 

dialogue contribution of a certain type, such as a 

commitment to book a flight. We propose that these 

principles be subsumed by GP1 (informativeness). 

 

4.2 Principles lacking Equivalents among the 

Maxims 

The principles discussed in this section appear irre-

ducible to maxims and thus serve to augment the 

scope of a theory of cooperativity. 

 

4.2.1 Dialogue Partner Asymmetry 

Dialogue partner asymmetry occurs, roughly, when 

one or more of the dialogue partners is not in a nor-

mal condition or situation. For instance, a dialogue 

partner may have a hearing deficiency or be located 

in a particularly noisy environment. In such cases, 

dialogue cooperativity depends on the taking into 

account of that participant‟s special characteristics. 

For obvious reasons, dialogue partner asymmetry is 

important in SLDS dialogue design. The machine is 

not a normal dialogue partner and users have to be 

aware of this if communication failure is to be 

avoided. The following two principles address dia-

logue partner asymmetry: 

8 (SP4). Provide clear and comprehensible com-

munication of what the system can and cannot do.  

9 (SP5). Provide clear and sufficient instructions 

to users on how to interact with the system.  

Being limited in its task capabilities and intended for 

walk-up-and-use application, our SLDS needs to pro-

tect itself from unmanageable dialogue contributions 

by providing users with an up-front mental model of 

what it can and cannot do. If this mental model is too 

complex, users will not acquire it; and if the model is 

too simplistic, its remaining details must be provided 

elsewhere during dialogue. (8) adds an important 

element to the analysis of dialogue cooperativity by 

aiming at improving user cooperativity. It shows that, 

at least in human-machine dialogue, cooperativity is 

a formally more complex phenomenon than antici-

pated by Grice. In addition to principles stating how 

a speaker should behave, principles are needed ac-

cording to which the speaker should consider trans-

ferring part of the responsibility for cooperation to 

the interlocutor. (9) has a role similar to that of (8).  

The principles examined in this section introduce 

a new aspect of dialogue cooperativity, namely part-

ner asymmetry and speaker‟s consequent obligation 

to inform the partner(s) of non-normal speaker char-

acteristics. Due to the latter, the principles cannot be 

subsumed by any other principle or maxim. We pro-

pose that (8) and (9) are both specific principles sub-

sumed by a new generic principle: 

GP10. Inform the dialogue partners of important 

non-normal characteristics which they should 

take into account in order to behave cooperatively 

in dialogue.  



 

 

 

4.2.2 Background Knowledge 

10 (GP11). Take users‟ relevant background 

knowledge into account.  

GP11 is expressed at the level of generality of Grice‟s 

theory. The principle explicitly introduces two no-

tions: the notion of interlocutors‟ background knowl-

edge and that of possible differences in background 

knowledge between different user populations and 

individual users. GP11 appears to be presupposed by 

maxims GP1, GP2 and GP5-GP9 in the sense that it 

is not possible to adhere to any of these maxims 

without adhering to GP11. Moreover, in order to ad-

here to GP11, it is necessary for the speaker to rec-

ognise relevant differences among interlocutors and 

interlocutor groups in terms of background knowl-

edge. Based on this recognition, a speaker either al-

ready has built prior to the dialogue, or adaptively 

builds during dialogue, a model of the interlocutor 

which serves to guide speaker cooperativity. In-

creased user adaptivity in this sense is an important 

goal in SLDS design (Bernsen et al. 1994). 

GP11 cannot be reduced to GP1 (informativeness) 

because, first, GP1 does not refer to the notions of 

background knowledge and differences in back-

ground knowledge among interlocutors. Second, a 

speaker may adhere perfectly to „exchange purpose‟ 

(cf. GP1) while ignoring the interlocutor‟s back-

ground knowledge. For instance, in the user test a 

user wanted to order a one-way ticket at discount 

price. The system, however, knew that discount is 

only possible on return tickets. It therefore did not 

offer the discount option to this user nor did it correct 

the user‟s misunderstanding. At the end of the dia-

logue, the frustrated user asked whether or not dis-

count had been granted. Third, as argued above, 

GP11 is presupposed by maxims GP1, GP2 and GP5-

GP9. Grice, however, does not argue that GP1 is pre-

supposed by those maxims whereas he does argue 

that GP3 (truth) and GP4 (evidence) are presupposed 

by them (Grice 1975). For similar reasons, GP5 

(relevance) (Sperber and Wilson 1987), cannot re-

place GP11. Informativeness and relevance, there-

fore, are not only functions of the purpose(s) of the 

exchange of information but also of the knowledge of 

the interlocutor.  

11 (SP8). Provide sufficient task domain knowl-

edge and inference. 

(11) may appear trivial as supportive of the design of 

usable information service systems. However, desig-

ners of such systems are continuously confronted 

with questions about what the system should know 

and what is just within, or barely outside, the sys-

tem‟s intended or expected domain of expertise. The 

system should behave as a perfect expert vis-à-vis its 

users within its declared domain of expertise, other-

wise it is at fault. In WOZ Iteration 7, for instance, a 

subject expressed surprise at not having been offered 

the option of being put on a waiting list in a case in 

which a flight was already fully booked. We became 

aware of the problem during the post-experimental 

interview. However, the subject might just as well 

have asked a question during the dialogue. Since (11) 

deals with speaker‟s knowledge, it cannot be sub-

sumed by GP11. We therefore propose to introduce a 

new generic principle which mirrors GP11: 

GP12. Take into account legitimate partner ex-

pectations as to your own background knowledge.  

(11), then, is a specific principle subsumed by GP12. 

12 (SP6). Take into account possible (and possi-

bly erroneous) user inferences by analogy from re-

lated task domains.  

(12) is a specific principle subsumed by GP11 (back-

ground knowledge). It was developed from examples 

of user misunderstandings of the system due to rea-

soning by analogy. For instance, the fact that it is 

possible to make reservations of stand-by tickets on 

international flights may lead users to conclude (erro-

neously) that this is also possible on domestic flights. 

13 (SP7). Separate whenever possible between the 

needs of novice and expert users (user-adaptive 

dialogue). 

(13) is another specific principle subsumed by GP11. 

Interlocutors may belong to different populations 

with correspondingly different needs of information 

in cooperative dialogue. For instance, a user who has 

successfully used the dialogue system on several oc-

casions no longer needs to be introduced to the sys-

tem but is capable of launching on the ticket reserva-

tion task right away. A novice user, however, will 

need to listen to the system‟s introduction to itself. 

This distinction between the needs of expert and nov-

ice users was introduced in WOZ Iteration 7 when 

several users had complained that the system talked 

too much. 

 

4.2.3 Meta-communication 

Even if an SLDS is able to conduct a perfectly coop-

erative dialogue, it will need to initiate repair and 

clarification meta-communication whenever it has 

failed to understand the user, for instance because of 

speech recognition or language understanding fail-

ure: 

14 (SP9). Provide ability to initiate repair if sys-

tem understanding has failed.  

(14) states what the cooperative speaker should do in 

case of failure to understand utterances made by the 

interlocutor. Our system adheres to (14) in that it 

communicates its failure to understand what the user 

just said. (14) cannot be subsumed by GP1 (infor-

mativeness) which ignores communication failure. 

Together with the new specific principles from the 

user test SP10 and SP11 (Section 2), (14) is a specific 



 

 

principle of human-machine dialogue which may be 

subsumed by: 

GP13. Initiate repair or clarification meta-

communication in case of communication failure.  

 

5. The user test 

The set of principles presented in Table 1, apart from 

SP10 and SP11 (see below), were tested against the 

user test dialogue corpus (Dybkjær et al., 1996). In 

the user test the speech recogniser was simulated 

whereas the other system components were the im-

plemented ones. The system was tested with 12 ex-

ternal users. The 57 recorded and transcribed dia-

logues were scenario-based and covered the full func-

tionality of the system. We systematically analysed 

the transcribed dialogues to detect those deviations 

between expected and actual user utterances that 

would signal problems of user-system interaction 

caused by non-cooperative dialogue design. An ex-

ample is presented below of a piece of dialogue from 

the user test in which two system cooperativity prob-

lems occur (S means system and U means user): 

S1: Do you want return tickets? 

U1: Yes please. 

S2: Are you particularly interested in discount? 

U2: Yes. 

S3: On which date will the journey start? 

U3: Monday. 

S4: Monday January 16. At which time? 

U4: 7:20. 

S5: There is no departure at 7:20. The closest 

other red departure is at 10:50. Do you want this 

departure? 

U5: No thanks. 

Each identified problem in the dialogue corpus was 

categorised according to which principle had been 

violated and described in terms of the symptom (S), a 

diagnosis (D) and a cure (C). Below is shown the 

description for the two problems in S5. 

GP1: Make your contribution as informative as is 

required (for the current purposes of the exchan-

ge). 

S: U: interested in discount (red) + out departure 

time at 7:20. S: no departure at 7:20. 

D: The system provides insufficient information. 

It does not tell that there is a blue departure at 

7:20. 

C: The system should provide sufficient informa-

tion, e.g. by telling that there is no red departure 

but that there is a blue departure at the chosen 

hour. 

SP10: Initiate clarification meta-communication 

in case of inconsistent user input. 

S: U: interested in discount (red) + out departure 

time at 7:20; S: no departure at 7:20. However, 

7:20 does exist but without discount. 

D: S gives priority to discount over time without 

proper reason. 

C: S should ask U about priority: 7:20 is not a 

discount departure. Red discount can be obtained 

on the departures at x, y and z. Which departure 

do you want. [If U provides a new departure time: 

S: do you still want discount. If U: no; S: non-

discount departures]. 

It turned out that almost all of the 86 system dialogue 

problems identified could be ascribed to violations of 

the cooperative principles (Bernsen et al., 1996b). 

We only had to add two specific principles of meta-

communication (SP10 and SP11 in Table 1). Since 

meta-communication had not been simulated during 

the WOZ experiments, this came as no surprise. The 

following GPs and SPs were found violated at least 

once: GPs 1, 3, 5, 6, 7, 10, 11, 12, 13 and SPs 2, 4, 5, 

6, 8, 10, 11. 

The user test confirmed the broad coverage of the 

principles with respect to cooperative, spoken user-

system dialogue. Less flattering, of course, the test 

thereby revealed several deficiencies in our coopera-

tive dialogue design. 
 

6 Conclusion 

Comparison between our principles and Grice‟s max-

ims has shown that there are more generic principles 

of cooperativity in human-machine dialogue than 

those identified by Grice. Three groups of principles 

reveal aspects of cooperative dialogue left unaddres-

sed by the maxims. This produces a total of seven 

dialogue aspects, each of which is addressed by one 

or more generic principles (Table 1). Some generic 

principles subsume specific principles. It may be 

asked why Grice was not aware of the three generic 

aspects of dialogue partner asymmetry, background 

knowledge and meta-communication. It seems obvi-

ous that it cannot be because these aspects are absent 

from human-human spoken dialogue. More plausi-

bly, dialogue partner asymmetry is absent from proto-

typical cases of human-human dialogue; background 

knowledge is so pervasive as to be easily ignored; 

and Grice explicitly was not concerned with dialogue 

failure pure and simple.  

The results from the comparison with Grice‟s max-

ims and from the user test suggest that the principles 

of cooperative spoken human-machine dialogue may 

represent a step towards a more or less complete and 

practically applicable set of design guidelines for 

cooperative SLDS dialogue. 
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